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Abstract—The European X-ray Free Electron Laser is a high-
intensity X-ray light source currently being constructed in the
Hamburg region that will provide spatially coherent X-rays in
the energy range between 0.25 keV – 25 keV. The LPD, DSSC
and AGIPD detectors are being developed to provide megapixel
imaging capabilities with a dynamic range spanning from single
photon sensitivity to 105 photons per pixel. Calibration of these
detectors is challenging as a large set of calibration parameters
(up to 109) exist. To provide a drop-in replacement for measured
megapixel detector data, the X-ray Camera Simulation Toolkit
(X-CSIT) has been developed. Based on X-CSIT, a X-ray detector
simulation pipeline (XDSP) has been assembled to simulate a
realistic detector response at a given experimental configuration.
Validation of XDSPs have been performed and an XDSP for the
SPB/SFX imaging experiment based on calibration data of an
AGIPD module has been implemented and integrated into the
experiment’s start-to-end simulation framework simS2E.

I. INTRODUCTION

THE European X-ray Free Electron Laser [1] is a high-
intensity X-ray light source currently being constructed

in the Hamburg region in Germany, that will provide spatially
coherent X-rays in the energy range between 0.25 keV and
25 keV. The machine will deliver a unique time structure,
consisting of up to 2700 pulses, with a 4.5MHz repetition
rate, 10 times per second at very high photon fluxes up to
1013 photons per pulse [2]. The LPD [3, 4], DSSC [5, 6] and
AGIPD [7] detectors are being developed to provide megapixel
imaging capabilities at the aforementioned repetition rates for
a dynamic range spanning from single photon sensitivity to
104 – 105 photons per pixel. The detectors are optimized for
specific energy ranges.

II. MOTIVATION

Calibration of these detectors is challenging as a large set
of calibration parameters (up to 109) exists. In order to aid in
calibration and, at a later stage, provide users with a possibility
of accurately simulating a detector’s response for a given
set of experimental conditions, the X-ray Camera Simulation
Toolkit (X-CSIT, [8]) is being developed at European XFEL in
collaboration with University College London. The simulation
toolkit needs to be able to accommodate the variety of possible
detectors and the diverse experimental environments in which
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Figure 1: Comparison of spectra of simulated and measured
pencil beam images from a LPD prototype tile. Residuals in
terms of 1σ experimental uncertainties are shown. Inset: single
simulated image after offset and common-mode corrections.

they will work in. X-CSIT provides this flexibility. For a
seamless interplay of X-CSIT with the European XFEL’s
data processing pipelines and calibration database it has been
integrated into to the XFEL’s Karabo framework [9], thereby
also making X-CSIT available as a drop-in replacement for
measured detector data. Within the Karabo framework, indi-
vidual simulations for X-ray/matter interaction (handled by
Geant4 [10, 11]), charge carrier transport and the influence
of the detector’s ASIC on the signal can be combined to
create a X-ray Detector Simulation Pipeline (XDSP). XDSPs
will allow users of the European XFEL to anticipate the
influence of the detector on the measurement signal and their
data processing pipelines and thus allow for optimization of
parameters of the detector configuration such as tilt, roll,
position, gap opening and gain.

III. INITIAL VALIDATION

The validation of X-CSIT is of crucial importance. Re-
sults of initial validation for a XDSP simulating s flat field
measurement on a pnCCD detector with an Fe55–source have
been published in [8]. Due to its small pixels size (75µm2),
the pnCCD detector serves as a testbed for the validation of
our charge simulation. A comparison of the raw simulated
and measured datasets shows a 3σ agreement between both.
Further analysis of the datasets focused on charge sharing
effects, which occur when the charge generated by an event
(e.g. an incident photon) is registered in two or more pixels.
The simulated dataset confirms higher numbers of events in
which charge was shared across 3- and 4-pixel events while
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Properties LPD pnCCD AGIPD

Pixel size 500µm square 75µm square 200µm square
Thickness 500µm 450µm 500µm
Dynamic range 105 at 12 keV 103 at 2 keV, 130 eV at 5.9 keV 104 at 12 keV
Dyn. range technique Triple gain profile Linear Preamplifier chosen gain
Sensor size 32× 128 pixels 200× 128 pixels 512× 128 pixels
Photon energy range 1− 24 keV 0.1− 15 keV 3− 13 keV

Table I: Technical specifications of the European XFEL detectors discussed in this work.

1- and 2-pixel events had lower numbers. We attribute this to
a too large charge cloud, the cause for which remains under
investigation.
Additional validation was performed for a single tile of
the LPD detector. The tile was partially irradiated by a
monochromatic, attenuated and collimated 12 keV beam at
the Diamond Synchrotron. The images were recorded using
the synchrotron’s hybrid mode, allowing the LPD to run at
4.5MHz. Fig. 1 shows spectra of simulated and measured
data after offset and common mode corrections have been
applied; the inset shows an exemplary simulated image. Notice
the partial direct beam in the upper middle part of the image.
Measurement and simulation show an agreement within 3−5σ
depending on region. In the spectra of both the simulated and
the measured data set we can identify the noise peak as well
as single, double and triple photon peaks. The simulations
were performed such that the number of simulated events
matches the experimental conditions. Thus, both measured and
simulated spectra in Fig. 1 show absolute numbers and are not
normalized. An overview of the characteristics of the detectors
referred to in this paper can be found in Tab. I.

IV. EXAMPLE USE CASE: SPB/SFX SIMS2E

Currently, the use case of experiment optimization is
evaluated in the context of the Single Particle and
Biomolecule/Serial Femtosecond Crystallography (SPB/SFX)
imaging instrument [12], which is under construction at
the European XFEL. SPB/SFX is developing a start-to-end
simulation framework, simS2E [13], that allows users to
simulate every stage of a single particle experiment: the
amplification of XFEL source, propagation through optics, X-
ray/matter interaction, coherent diffraction, detector response
and reconstruction. A XDSP has been integrated simulate a
realistic detector response and its effect on the subsequent
reconstruction as is shown in Fig. 3. First data using an XDSP
simulating an AGIPD module’s response at 5 keV has been
successfully generated. Production of simulated dark images
is demonstrated by the spectra calculated from simulated and
measured dark image data shown in Fig. 2, where agreement
is within 3σ uncertainties of the measured data. The inset
depicts a single, simulated dark frame of an AGIPD Module.
A gain map was produced by interpolation calibration data for
12.4 keV.
The SPB/SFX use case is interesting for two reasons: While
the reconstruction algorithms are noise-robust, the measure-
ment signals are extremely sparse. In the photon counting
regime, detector noise becomes important, especially concern-
ing the occurrence of false positives. First qualitative com-
parisons of re-orientation results using the Expand-Maximize-

Compress (EMC) algorithm [14] are shown in Fig. 4. For this
comparison an AGIPD quadrant was simulated to measure
diffraction images of nitrogenase iron protein (2NIP) at 5 keV
– the lower end of its design energy-range. Data was rebinned
to 64× 64 pixels for analysis (81× 81 for the ideal detector).
From left to right maximum density projections of the reori-
ented diffraction volume are shown for an ideal detector, the
simulated AGIPD with simple analysis, i.e. rounding to the
next integer photon count and a probabilistic analysis. In the
latter case the probability of an event belonging to a given
incident photon intensity Ik is evaluated using knowledge
about the detector’s counting uncertainty for photon number
k and noise σ as

Ik =
kpk∑Npeak

i=0 pi
(1)

with

pk = Ak exp

(
I − gk

2σ2
k

)
, (2)

where Npeak is the number of evaluated photon peaks, Ak

and σk are the peak amplitude and standard deviation as de-
termined by fitting Gaussian peaks to the total event spectrum
of the simulated data, and g is the conversion gain of the
detector, converting a photon number k to a signal in keV or
ADU. An event is recorded if the evaluated pixel intensity
surpasses an event threshold TE = 0.5 and the probability of
the event being due to detector noise is p0 < 10−5.
Qualitatively, it is apparent from the figure that detector noise
and false positives make orientation using only a simple
analysis impossible. Using the probabilisitic analysis noise is
largely suppressed and features start to reappear. A quantitative
analysis is currently in preparation and will be published at a
later time.

Figure 2: Comparison of spectra of simulated and measured
dark images from an AGIPD prototype module. Residuals in
terms of 1σ experimental uncertainties are shown. Inset: single
simulated image.
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Figure 3: Overview of simS2E simulation pipeline and where XDSP’s hook into the simulation, providing an realistic estimate
of detector performance.

Figure 4: Comparison of EMC orientation results in terms of maximum density projections of a 2NIP molecule for an ideal
detector (left panel), a simulated AGIPD quadrant using simple (middle panel) and probabilistic analysis methods (right panel,
see text).

V. CONCLUSION

We have presented validation aspects of a X-ray detector
simulation pipeline (XDSP) for the 2D semiconductor detec-
tors at the European XFEL. It was shown that XDSPs allow
simulation of realistic detector responses for the pnCCD, LPD
and AGIPD detectors within 5σ uncertainties on the measured
data. In the use-case of the SPB instrument’s start-to-end-
simulation (simS2E) seamless integration into the XFEL data
processing chain was shown and the need for a realistic de-
tector simulation was highlighted by contrasting re-orientation
results with an ideal detector.
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